Chapter 12
M ar kov Decision Processes

121.  (a)gy = (800,275,300,250)"
(b)

865188
819973
823337
840265

865188
819973
823337 }
840265

= max{865188,865066} = 865188

V¥ (a) = max{800+0.95(0.1,0.3,0.6,0)

600+ 0.95(0.6,0.3,0.1,0)

865188
819973
823337
840265

865188
819973
823337
840265

= max{813856,819973} = 819973

V¥ (b) = max{275+0.95(0,0.2,0.5,0.3)

75+ 0.95(0.75,0.1,0.1,0.05)
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865188
819973 |
823337 |
840265

865188
819973
823337 }
840265

= max{823108,823337} = 823337

V¥ (c) = max{300+0.95(0,0.1,0.2,0.7)

100+ 0.95(0.8,0.2,0,0)

865188
819973 |
823337 |
840265

865188
819973
823337 }
840265

= max{840265,832633} = 840265

Vv? (d) = max{250-+0.95(0.8,0.1,0,0.1)
150+ 0.95(0.9,0.1,0,0)

Since, for each € E, the maximum of the two values yields the given vector
VY, itis optimum.

(c) Using the value iteration algorithm, the optimal value function is

vo =(0,0,0,0)

v1 = (800,275, 300,250)

v3o = (167676,117067,122276,136659)
(d)a=10/112

ap=(1,1,1,1) = v= (40923581 3672 3835
a;=(1,2,1,1) = v= (417037073742 3908
ay = (1,2,1,1); thereforea, is optimal.

(e) minug + Up + Uc + Ug

subject to:

Ua > 800 +0.08%;, +0.268up, +0.535u¢
Ua > 600 +0.535u, +0.268u, +0.08%

up > 275 10.178u, +0.4460; +0.268uq4
Up > 75 +0.669u, +0.08%uy, +0.08%c +0.044uq
Ue > 300 10.089, +0.178uc +0.625ug4
Ue > 100 4-0.714u, +0.178u,

Ug > 250 4-0.714u, +0.08%;, 10.089u4
Ug > 150 4+-0.803u, +0.08%;,
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12.3.  (a) Letthe action spack= {1,2, 3} where each denotes to vote the Labor
Party, Worker’s Choice Party and the independent candidates, respectively. The
optimal policy isa= (1,2, 3) with

0.75 02 0.05
P=| 0.2 06 02
0.05 04 055

f=1(3.2,2.3,1.5) (in millions)
(b) The optimal policy ia= (2, 1, 1) with the value functiorv® = (36.8, 35.46,33.71)
(in trillions), and

0.8 015 005
P=| 03 05 0.2
01 03 0.6

f=(4,3.5,2.5) (in trillions)
(c) The optimal policy isa= (2, 1, 3) with the value functionv® = (15.57,16.57,17.56)
(in thousands), and

0.8 0.15 005
P=| 03 0.5 0.2
0.05 04 0.55

f=(1.33,1.75,2.2) (in thousands)

12.5. State spac€& with j states, Markov matri¥ and profit functionf. Expanding

the state spack with a new statel which has a profit of zero, the Markov decision
process can be formulated as:

State spac&’ = {i | i € E or A} whereA stands for the absorbing state of stopping.
Action spaceA = {1, 2} where 1 denotes the action of continuing and 2 denotes the
action of stopping.

The profit vectors aré; = (0, ---,0) andfy = (f(1), f(2),---,(]),0)

We will construct the new transition matrices the same way as we did in Example

3.4.
P O 01
[0 2] mefo ]

where0 and1 are matrices or vectors of the proper dimenstion as the context re-
quires.The linear programming formulation is (from Algorithm 3.11):

min yicg u(i)

subject to:

u(i) > fa(i) +ayjeePui, ju(j) foreachicE
u(i) > f(i) +ayjecePe(i, j)u(j) foreachicE.
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Based on the facts thd{A) = 0 andA is an absorbing state, it follows thafA) = 0
and the previous definitions dP; and P,, the above formulation reduces to the
formulation given in Algorithm 3.18.

12.7.  (a) The state space B = {0,1,2,3,4,5} for the inventory at the end of
Friday and the action space for the order up-to quantithis {0, 1,2,3,4,5}.
According to each order up-to quantity, the expected profit function is the ex-
pected sales revenue minus costs. The corresponding Markov transition matri-
ces for each order upto quantity can be obtained in a similar manner as in Ch. 2,
Exercise 2.7. For example, whé&r= 3 the transition matrix is:

0.58
0.58
0.58
0.58
0.36
0.18

Py —

022
022
022
022
022
018

015
015
015
015
022
022

0.05
0.05
0.05
0.05
015
022

0
0
0
0
0.05
015

andfs = (1205,6205,11205, 17205, 20085, 21525).

Friday’s inventory Oder up-to quan.

(b)

a b wWNEO

o O01O0101T O

Friday’s inventory Order up-to quan.

(€

a b wWNEO

g wororo;

0
0
0
0
0
0

(d) Note that the negative initial inventory denotes the number of items on back-

order.
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Friday’s inventory Order up-to quan.
-5
-4
-3
-2
-1

OB WNPFPOWWWWW

abr~rwWwNPEFEO

(e) The answers for part (b) and part (c) are the same as following under the
average cost criterion:

Friday’s inventory Order up-to quan.

a b~ wWNEO
o o1 OO0

The answer for part (d) changes to:

Friday’s inventory Order up-to quan.
-5
-4
-3
-2
-1

OB WNE OO o101 01O

a b wWNEO

129. (a) 0069+ 0.931p.
(b) 0.9341—p).
(¢) If Iny1 =0, thenZ, 1 = (0.0240.98p)/(0.069+ 0.931p); if In+1 = 1, then
Zni1=0;
(d) For p= 0, there is only one possible decision, which yields

v(0) = 500+ 0.9 x ( 0.069v(2%,) +0.931v(0) )
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and forp > 0, we have

v(p) = max{ —475+0.9 x ((0.069+ 0.931p) v(;29209%_) 4 0.931(1 — p)v(0) );

0.069+0.931p

—2975+ 0.9 x (0.069v(2%,) +0.931v(0) ) }

(e) Notice that the possible values pfare discrete being contained within the
following set (depending &*): {0.0,0.290,0.897,0.994,---}. Thus, one way
to solve the problem is to first Igp* be a number between 0.0 and 0.290 which
will yield the following equations:

v(0) = 500+ 0.062v(0.290) + 0.838(0)
v(0.290) = —2975+ 0.062v(0.290) + 0.838v(0)

which yieldsv(0) = 2842. Next ifp* is a number between 0.290 and 0.897 the
system of equations becomes:

v(0) = 500+ 0.062v(0.290) + 0.838(0)
v(0.290) = —475+ 0.305¢(0.897) + 0.595v(0)

(
v(0.897) = —2975+ 0.062v(0.290) + 0.838v(0)

which yieldsv(0) = 3810. Next ifp* is a number between 0.897 and 0.994 the
system of equations becomes:

v(0) = 500+ 0.062v(0.290) + 0.838(0)
v(0.290) = —475+ 0.305¢(0.897) + 0.595v(0)
v(0.897) = —475+ 0.814v(0.994) + 0.086v(0)
v(0.994) = —2975+ 0.062v(0.290) + 0.838v(0)

which yieldsv(0) = 3774. Thus, we would assert that should be any value
between 0.290 and 0.897. (In other words, replace whenever two bad products
are produced in sequence.)



